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ABSTRACT
To meet different social purposes, users usually share content re-
lated to the same topic or event to multiple social media platforms
(cross-platform content sharing). As the differences of social norms
and audiences among these social ecosystems, there are differences
in the use of words and expressions in different platforms, resulting
in different language styles among different platforms. In reality, it
is usually difficult for users to grasp the consistency between the
language style of posts to be published and that of a platform as
the problem of context collapse. To address this problem, firstly,
we conduct an study to investigate users’ content sharing practices
across two Chinese popular social media platforms (Douban and
Weibo). The results indicate that: 1) there are significant linguistic
differences between different platforms; 2) users’ content sharing
practices are personalized, and the style of their newly shared con-
tent is correlated with their historical posts. Secondly, based on
the above findings, we propose a personalized cross-platform post
style transfer model. The model can automatically transfer users’
posts from one platform’s language style to the target platform’s
language style, while preserving the content and reflecting users’
personalized characteristics as much as possible. Experiments on
the datasets collected from Douban andWeibo show that our model
generally outperforms other comparisonmodels on both style trans-
fer and personalization metrics.

CCS CONCEPTS
• Social and professional topics→User characteristics; •Com-
puting methodologies→ Artificial intelligence.
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1 INTRODUCTION
Nowadays, social media platforms have become important chan-
nels for people to share opinions and record daily lives[36]. As
different platforms have different functions and experiences, and
users themselves have diverse needs, users often post content re-
lated to the same topic or event to multiple social media platforms
(cross-platform content sharing)[38]. However, different social me-
dia platforms usually have different audiences and norms, and thus
the user-generated content in different platforms has different lan-
guage styles[38]. Therefore, to better adapt to the language styles
of different platforms, users cannot simply copy and paste when
sharing content across social media platforms, but need to adjust
the words and expressions[28, 38]. At the same time, users usually
have their own personalized language expression habits[17], such
as the habit of using specific words, expressions, etc. So different
users will organize content in a personalized way.

However, in the social media scenario, both users’ needs for
self-expression and impression management need to be satisfied,
which complicates users’ content posting decisions and faces the
problem of context collapse[20]. When sharing content on multiple
platforms, the scenarios they face are more complex and diverse,
making it more difficult to grasp the consistency between the lan-
guage style of posts to be published and that of a platform.

The development of natural language processing technology
provides support for solving the problem faced by content sharing
across platforms. Relying on these technologies, we can design
and implement a model that automatically transfers user-generated
content from the language style of one platform to that of another
platform while preserving the original content, and making it as
consistent as possible with user’s personalized characteristics si-
multaneously, which will greatly facilitate users to share content on
multiple platforms. Similarly, there have been some related works
attempting to transfer the text style. According to the different types
of datasets, it can be categorized into two types: style transfer with
parallel datasets and style transfer with non-parallel datasets[33].
Parallel datasets contain texts expressing the same content in differ-
ent styles, while non-parallel datasets do not. The models based on
parallel datasets[24, 33] are easy to implement, but the construction
of parallel datasets mostly relies on manual annotation[2]. To over-
come this problem, more studies have explored text style transfer
based on non-parallel datasets[11, 15, 27, 30]. For example, Hu et
al.[11] attempt to transform texts expressing positive sentiments
into texts expressing negative sentiments, and Li et al.[15] explore
a simple method to transfer factual sentences into texts with ro-
mantic or humorous styles. These methods can achieve text style
transfer without relying on parallel datasets, but cannot be directly
applied to our task. First, most methods[11, 15, 27] attempt to pre-
cisely disentangle style and content, which may lead to the loss or
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destruction of the original content[29], and the quality of disen-
tanglement is always difficult to judge[3]; second, existing models
rely only on textual content but ignore users’ personalized char-
acteristics, thus failing to generate posts with personalization. So
the existing models still cannot meet the demand for personalized
cross-platform post style transfer.

However, it is very challenging to build a personalized cross-
platform post style transfer model. The first challenge lies in the
dataset. To the best of our knowledge, there is no relevant public
cross-platform dataset. The construction of cross-platform dataset
first needs to identify and match the same user from two different
platforms, which is not easy. Second, cross-platform content sharing
is a complex user behavior. The analysis requires extracting and
analyzing related factors from both platform and user dimensions.
The existence of so many factors and the complex relationship
among them bring challenges to the analysis. Third, themodel needs
to learn the style characteristics of different platforms as well as the
personalized characteristics of users. Integrating user’s personalized
information while achieving style transfer is also tricky.

To address the above questions and challenges, we focus on
the user-generated content on two popular Chinese social media
platforms—Douban and Weibo. We construct a dataset contain-
ing 96,233 Douban posts and 108,594 Weibo posts published by
cross-platform users. Then we analyze the linguistic characteristics
and user posting behaviors on different platforms using classifi-
cation model and regression analysis methods. The results show
that: 1) there are significant linguistic differences among different
platforms; 2) the process of users’ posting practice has obvious
personalized characteristics, and the style of their newly shared
content is correlated with their historical posts. Based on the above
findings, we propose a personalized cross-platform post style trans-
fer model. The basic model consists of two main parts: encoder
and decoder, which takes Transformer[31] as the basic block. We
introduce a classifier to create supervision from the non-parallel
data and apply a cycle reconstruction training process[2] to better
preserve the original content. Specifically, to generate posts that
conform to the user’s personalized style, we introduce the user’s
historical posting information through a Bi-LSTM layer[9]. Further-
more, We apply the bidirectional attention mechanism[26, 32] to
capture the correlation between the user’s historical posts and new
posts and explore the interaction between the two parts. Lastly,
in the decoder, we mix the encoded information with a gated at-
tention routing mechanism[37] to generate new posts. To evaluate
our model, we conduct experiments on our newly constructed
cross-platform dataset, and the experimental results show that the
proposed model generally outperforms other comparison models
in terms of style transfer and personalization metrics. To conclude,
our contributions are summarized as follows:

• We propose and explore a personalized cross-platform post
style transfer task. To the best of our knowledge, this is
the first work that attempts to transfer text styles between
different social media languages.
• We use various methods to study the linguistic differences
and users’ posting practices on different platforms.We obtain
two new insights, which provide valuable information for
cross-platform user behavior research.

• Based on the analysis results, we propose a personalized
cross-platform post style transfer model. The model intro-
duces the bidirectional attention and the gated attention
routing mechanism, which can generate posts that satisfy
both platform style and user personalization requirements.
• Experimental results on our newly constructed dataset show
that ourmodel generally outperforms other comparisonmod-
els in terms of style transfer accuracy, content preservation,
fluency as well as personalization metrics: UMA and MRR.

2 RELATEDWORK
2.1 Content Analysis Across Social Media

Platforms
Some works analyze the differences between different platforms.
An important finding is that although the mainstream platforms
provide roughly similar social functionalities, there are also dif-
ferences in some features, especially in terms of platform culture
and norms[38]. Therefore, the language and behavior of users is
different on different platforms. For example, Manikonda et al.[19]
analyze the differences in the posts posted by the same group of
users on Twitter and Instagram. They find that the posts on Insta-
gram are more positive, while there are more negative expressions
on Twitter. Similarly, Lin et al.[16] find that the posts on Facebook
is more emotional, while posts on Twitter are more casual. Jaidka
et al.[12] reveal that users are more likely to disclose information
or express emotion more “honest” on Facebook. Moreover, to study
the linguistic differences between the two platforms, they build a
binary classifier to distinguish which platform a post comes from.
The accuracy reaches 84%, indicating that there are indeed distin-
guishable linguistic differences between the two platforms.

In addition, someworks study the user behavior of cross-platform
content sharing. To meet different social purposes, users usually
share content related to the same topic or event tomultiple platforms[4,
38]. However, the audience engagement on different platforms is
different[1], different platforms usually have different audiences
and norms, and the user-generated content of different platforms
affected by them has different language styles[17, 38]. Therefore,
to adapt to the language style of target platforms, it’s better for
users to adjust the words and expressions when sharing content
across platforms. For example, Zhong et al.[38] suggest that users
may enable different aspects of their personalities depending on the
social context, and most users tend to fit into the conventions of a
particular platform by modifying what they show. Sleeper et al.[28]
find that users like sharing posts with similar topics to different plat-
forms, but they generally adjust the language of posts considering
platform norms and audiences. And by following in-group customs,
users can transform from being an idiosyncratic individual to being
a group memeber more easily[38].

Although there have been many works studying user behavior
on multiple platforms, no work has explored the task of post style
transfer, which is a gap our work fills in.

2.2 Text Style Transfer
Recently, many text style transfer methods have been proposed.
For the parallel datasets, Wang et al.[33] extend the translation
framework and propose a novel model for formality style transfer.
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Table 1: The comparison of linguistic differences between
Douban and Weibo

Linguistic features Douban Weibo KS-test
Category Mean SD Mean SD p-value

Pronouns 66.6 31.57 49.24 28.80 0.0003
1st person 31.1 17.73 22.34 14.26 0.0018
2st person 8.64 7.34 7.16 6.96 0.0994
3st person 5.12 4.45 4.01 3.97 0.0030
Family 5.14 5.66 3.53 4.77 0.0006
Friend 3.09 2.64 2.08 1.97 0.0006
Body 10.6 6.12 7.88 5.90 0.0001
Health 5.8 4.62 4.15 3.48 0.0001
Present tense 14 6.94 9.82 5.75 0.0000
Future tense 8.45 5.26 6.57 4.52 0.0030
Past tense 5.85 3.61 4.17 2.79 0.0030
Affective 65.3 24.39 58.59 23.29 0.0994
Swear 1.34 1.82 0.51 0.72 0.0000
Religion 2.55 2.64 2.65 2.51 0.0314
Work 18.8 8.95 16.73 9.97 0.0994
Negative 18.5 10.37 13.25 7.67 0.0018
Positive 36.5 14.95 37.77 15.96 0.6766
Leisure 16.6 10.61 19.49 14.11 0.0000
Anxiety 3.64 2.84 2.26 2.09 0.0000
Anger 4.23 3.24 2.64 2.34 0.0000

Pryzant et al.[24] focus on the bias in text language. They construct
a new dataset containing about 180,000 parallel data and propose a
model based on the BERT framework. However, the construction
of parallel datasets mostly relies on manual annotation[2], so this
type of method is not suitable for our task. For the similar reason, it
motivates more works to investigate style transfer with non-parallel
datasets. Shen et al.[27] propose a cross-aligned autoencoder to
separate the underlying content from style. Fu et al.[5] aim to learn
separate content representations and style representations using
adversarial networks. The above methods share a common idea of
disentangling the content and the style of the texts. But as they
mainly focus on style transfer accuracy, they cannot achieve good
content preservation. And Subramanian et al.[29] indicate that
disentangled latent representation is hard to get and not necessary.
Li et al.[15] propose to delete words associated with the source style
and replace them with similar phrases retrieved from the target
style corpus. This method can achieve a better balance between
style transfer accuracy and content preservation. However, as the
style of social media language is more ambiguous, it is difficult
to achieve style transfer by simply replacing some specific words.
Especially, Dai et al.[2] propose Style Transformer, which is the
work most related to us. The model is in an adversarial generator-
discriminator setting and takes Transformer[31] as the basic block.
They can achieve better overall performance.

However, for our task, in addition to meeting the requirement of
style transfer, the newly generated post should also be as consistent
as possible with the user’s personalized characteristics. The existing
models rely only on textual content but ignore users’ personalized
characteristics. Therefore, the existing models still cannot meet the
demand for personalized cross-platform post style transfer.

3 PRELIMINARY ANALYSIS
3.1 Data Preparation
Douban andWeibo are two of the most popular and biggest Chinese
social media platforms[36]. The two platforms support some similar

functions, such as sharing daily lives in the section of “broadcast”
on Douban while “weibo” on Weibo. The users continuously gen-
erate a large amount of user-generated content, which contains
valuable information for various studies.

In our task, we focus on the users who have accounts on Douban
as well as Weibo, so we need to identify the users who are active
on both platforms(cross-platform users). Following Liu et al.[17],
some Douban users display self-introduction and Weibo account in-
formation in their personal descriptions. Based on this information,
after matching and screening, we can get the cross-platform users.
In total, we obtain a user list containing 1,390 cross-platform users.
Based on the user list, we use the Douban and Weibo API to crawl
more than 300,000 posts from each platform, these posts are all
published after January 1, 2015. And we restrict the posts’ length in
our dataset to range from 3 to 100, any posts out of this restriction
are removed, as too short or too long posts are always meaningless.
Then we further take the following preprocessing steps. First, the
URL in the post is deleted through regularized matching. Then
mentions (@username) are replaced by @USER following Wang
et al.[32]. Third, Jieba toolkit1 is used for word segmentation, a
vocabulary with 20K most frequent words is maintained. Finally,
we obtain 96,233 Douban posts and 108,594 Weibo posts in total.

3.2 Data Analysis
3.2.1 The linguistic differences of users’ posts on Douban andWeibo.
To explore the linguistic differences between the two Chinese social
media platforms, we compare their linguistic differences through
deep learning as well as traditional data analysis methods.

Firstly, following Jaidka et al.[12], we attempt to classify whether
a post is posted on Douban or Weibo by training a classification
model. The classification model is trained using Transformer[31].
The accuracy reaches nearly 80%, which suggests there are identifi-
able differences between the language of the two platforms.

To further understand the differences, following Liu et al.[17]
and Lin et al.[16], we analyze the frequency of different categories’
words used on the two platforms utilizing the LIWC[23] dictionary.
Concretely, we study the linguistic differences focusing on the use
of pronouns words, emotion words, tense words, and some content
words, etc. Similar to Liu et al.[17], we randomly sample 100 users
and retrieve their recent 100 posts on the two platforms respectively.
After some preprocessing steps, we apply the LIWC[23] dictionary
to calculate the LIWC features of the 20,000 posts respectively.

The results are shown in Table 1. On the one hand, both the
posts on Douban and Weibo mention many words or topics related
to users’ daily life, such as work, family, friend. This phenomenon
indicates that the two platforms are both mainly used for sharing
daily life by many users. On the other hand, there are significant
linguistic differences between the two platforms. For example, the
users express emotions more on Douban rather than Weibo, and
more negative emotions are disclosed on Douban. The less negative
words used onWeibo suggest that users tend to build amore positive
social persona. The reason might be that the users try to avoid
leaving negative impressions when facing a mixed audience[10].
More first-person pronouns are used on Douban, indicating that
users prefer to use Douban rather thanWeibo to express themselves.

1https://github.com/fxsjy/jieba
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Table 2: Results of the regression model of users’ posting
behaviour on Douban

First person Swear Tense Family Friend Positive Negative Health

First person 0.263*** -0.007 0.051 0.150** 0.001 0.018 -0.084 0.004
Swear -0.011 0.005 -0.023 0.008 -0.009 -0.007 0.021 -0.005
Tense 0.052* -0.008 0.024 0.012 0.024 0.043 0.035 -0.023
Family 0.013 0.045* 0.042* 0.065*** 0.001 -0.020 -0.014 0.001
Friend 0.053 -0.031 -0.049 -0.006 0.125*** 0.009 0.001 0.111***
Positive -0.015 0.040 0.015 -0.075* -0.088** 0.028 -0.014 -0.071*
Negative 0.014 -0.017 0.002 0.022 0.052* 0.032 0.069*** 0.040
Health -0.028 0.020 -0.016 -0.019 0.002 -0.059** -0.069** 0.063**

***: 𝑝 < 0.001, **: 𝑝 < 0.01, *: 𝑝 < 0.05

Table 3: Results of the regression model of users’ posting
behaviour on Weibo

First person Swear Tense Family Friend Positive Negative Health

First person -0.044 -0.041 -0.022 0.094* -0.094* -0.037 -0.106* 0.044
Swear 0.052*** 0.003 0.034* 0.030 0.025 0.018 0.016 0.030
Tense 0.051* 0.022 0.038 -0.035 0.011 -0.004 0.032 -0.063**
Family -0.001 0.038* -0.005 0.008 -0.053** -0.054** -0.052** -0.043**
Friend 0.052 0.010 0.065* 0.074* 0.105*** 0.101*** 0.041 0.110**
Positive 0.071 0.080* 0.142*** -0.050 0.051 0.093* 0.027 0.007
Negative -0.065** -0.047 -0.070** -0.001 -0.070** -0.065** -0.030 -0.037
Health -0.034 0.000 -0.053** -0.012 0.049* -0.007 0.006 0.072***

***: 𝑝 < 0.001, **: 𝑝 < 0.01, *: 𝑝 < 0.05

Additionally, by counting the word frequency on the two platforms,
we find that more emoticons are used on Weibo, which is related to
the platform norms, because the Weibo platform officially provides
many popular emoticons for the users. Moreover, the KS test is
used to verify the significance of the linguistic difference between
the two platforms. Therefore, we can obtain the insights that there
are different language styles on different platforms and users tend
to adapt their language to the style of the social media platforms.
This phenomenon is common on the two Chinese platforms.

3.2.2 The correlation between user’s new post and historical posts.
Most of us have such an intuition that one user’s posts on one plat-
form usually have some common characteristics, such as the habit
of using a certain kind of words, emoticons, etc. These behaviors
reflect user’s personalized characteristics to some extent. It is more
likely that the user’s newly published post has some similarities
with the previously published posts in terms of expression.

To verify these intuitions, we analyze the use of affective words,
pronouns and tense words, etc. to investigate the language correla-
tion between the new post and historical posts. We randomly select
5,000 Douban posts and their corresponding historical posts, 5,000
Weibo posts and their corresponding historical posts for statistics.
We use the LIWC[23] Chinese dictionary to count the usage of var-
ious words. For historical posts, we take the average of statistical
values of various words used in historical posts.

After obtaining all this statistical information, we use the LIWC
statistics of newly posted posts as dependent variables and the
LIWC statistics of their corresponding historical posts as indepen-
dent variables to establish regression models, respectively. The re-
sults(Coefficient and significance) of Douban and Weibo are shown
in Table 2, Table 3 respectively. We can see that most of the LIWC
features of new posts are significantly related to the LIWC features
of historical posts. Therefore, the information of historical posts

has a certain effect on new posts, users’ new posts have some corre-
lations to their historical posts. We can incorporate the information
of historical posts to guide the generation of personalized posts.

4 MODEL
4.1 Problem Formalization
In this section, we first formalize the personalized cross-platform
post style transfer task. Considering that we have two datasets D1
and D2 which contain posts from different social media platforms,
where Di =

{
x𝑝1 , x

𝑝

2 , . . . , x
𝑝

𝑁

}
contains 𝑁 input posts. For any 𝑗 ,

x𝑝
𝑗
=

{
𝑤
𝑝

1 ,𝑤
𝑝

2 , . . . ,𝑤
𝑝

|𝑝 𝑗 |

}
represents one post with

��𝑝 𝑗 �� words. As
we mentioned above, suppose that each platform has its own cul-
ture or style, and users tend to adapt their language to the target
platform. So for all the posts in one social media dataset, they share
some common characteristics which are different from other plat-
forms, which we refer to as the language style of this platform. And
users will express the same content in different language styles on
different platforms. We denote the style of each platform as s1 and
s2 respectively. The goal of cross-platform post style transfer is that:
given one post x𝑖 and the desired platform style s𝑗 , rewrite this post
to a new one which has the style s𝑗 and preserve the information
in the original post as much as possible. But for the personalized
cross-platform post style transfer task, the ultimate goal is to gen-
erate personalized post simultaneously when doing style transfer.
So we take users’ posting history into consideration, as we think
users’ personalized characteristics can be represented by users’
posting history to some extent. For each post x𝑝

𝑘
(𝑘 = 1, 2, . . . , 𝑁 )

in dataset Di =
{
x𝑝1 , x

𝑝

2 , . . . , x
𝑝

𝑁

}
, according to the posting time and

user information, we get the corresponding users’ historical posts
on different platforms. We represent it as H𝑘,0 =

{
xℎ1 , x

ℎ
2 , . . . , x

ℎ
𝑀

}
and H𝑘,1 =

{
xℎ1 , x

ℎ
2 , . . . , x

ℎ
𝑀

}
respectively, where H𝑘,0 means the

posting history corresponding to post x𝑝
𝑘
in one platform, and H𝑘,1

in another platform, it contains𝑀 user’s historical posts.
Formally, given the above information, our task can be defined

as generating a personalized, style-changed, and content-preserved
post based on the user’s post x, the desired style ŝ as well as the
user’s posting history Ĥ:

y = argmax
y′

𝑝

(
y′ | x, ŝ, Ĥ

)
(1)

We denote the generated post as Generator(x, ŝ, Ĥ).

Dual
Encoder Decoder

Dual
Encoder Decoder

Self Reconstruction Loss

Decoder Dual
Encoder

Cycle  
Reconstruction  

Loss

Classifier

Style
Classification

Loss

Figure 1: Model architecture of the proposed model.
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Figure 2: Overview of the generator of our model. The dual
encoder includes a post encoder and a posting history en-
coder.

4.2 Model Overview
An overview of the proposed model is shown in Fig.1, the results
of preliminary analysis provide much valuable information for the
design of our model. There are two main modules: a generator for
generating new post, and a classifier for classifying the posts with
different styles, which give feedback to the extent to which the
generated post conform to the expected style. So that the model can
learn to generate post with the desired style gradually. Especially,
as shown in Fig. 2, the generator contains two components: a dual
encoder to encode the input post and user’s posting history, and
the bi-attention mechanism is applied to explore the interaction
between new post and historical posts; a decoder to generate new
post, where a gated attention routing layer is designed to control
the expression of personality.

4.3 Dual Encoder
To get the representation both from the input post and its cor-
responding posting history, we design a dual encoder. The dual
encoder consists of a post encoder and a posting history encoder,
where the input of the post encoder is one post x with the desired
style ŝ and the input of the posting history encoder is the corre-
sponding posting history Ĥ in the target social media platform.

For the post encoder, the backbone of the encoder is the Trans-
former framework[31]. In general, Transformer[31] has two major
modules: encoder and decoder. We take the Transformer encoder
to encode the input post x. The input is mapped into a sequence of
continuous representations z𝑝 =

(
z𝑝1 , z

𝑝

2 , . . . , z
𝑝

|x |

)
. Specifically, to

tell the model which style of post needs to be generated, we add an
extra style token to each input post to represent the desired style
category. The calculation of z𝑝can be represented as:

z𝑝 = PostEncoder(x, ŝ) (2)

For the posting history encoder, we employ a bidirectional LSTM[9]
to encode the corresponding posting history Ĥ =

{
xℎ1 , x

ℎ
2 , . . . , x

ℎ
𝑀

}
.

For each sentence xℎ
𝑖
∈ Ĥ(𝑖 = 1, 2, . . . , 𝑀), each word 𝑤ℎ

𝑖,𝑗
∈

xℎ
𝑖

(
𝑗 = 1, 2, . . . ,

���xℎ𝑖 ���) is first embedded into an embedding vector

𝑣ℎ
𝑖,𝑗
, then mapped into hidden states hℎ

𝑖,𝑗
, where hℎ

𝑖,𝑗
=

[−−→
hℎ
𝑖,𝑗
;
←−−
hℎ
𝑖,𝑗

]
is

the concatenation of the forward and backward hidden states. The
process can be formalized as:

−−→
hℎ𝑖,𝑗 = LSTM

(
𝑣ℎ𝑖,𝑗 ,
−−−−→
hℎ𝑖,𝑗−1

)
(3)

←−−
hℎ𝑖,𝑗 = LSTM

(
𝑣ℎ𝑖,𝑗 ,
←−−−−
hℎ𝑖,𝑗+1

)
(4)

In specific, we use the last hidden state as the representation of
each historical post. So we can get the representation of user’s post-

ing history zℎ =

(
zℎ1 , z

ℎ
2 , . . . , z

ℎ��Ĥ��
)
where each zℎ

𝑖
=

[−−−−→
hℎ
𝑖,
��xℎ
𝑖

��;←−−hℎ𝑖,1](
𝑖 = 1, 2, . . . ,

��Ĥ��) means the representation of one historical post.
Based on our preliminary analysis, one user’s new post usually

have some common characteristics with the corresponding his-
torical posts. To further capture useful information from our two
encoders, we apply the bidirectional attention mechanism[26, 32]
to explore the interaction and correlation between the input post
and its corresponding historical posts. The use of bi-attention is
inspired by Wang et al.[32] and Seo et al.[26]. Our intuition is that
for some words in the user’s post, there may be some words with
similar meanings commonly used by the user in the user’s historical
posts, and these words are in the style of the target social media
platform. On the other hand, for one historical post, the words in
the new post correlate to it differently, so by establishing the inter-
action between historical posts and new posts, the representation
of historical posts can be enriched.

To this end, we calculate post-aware attention and history-aware
attention respectively. For the post-aware attention, the attention
weights are defined as:

𝛼ℎ𝑖,𝑗 =

exp
(
𝑓𝑠𝑐𝑜𝑟𝑒

(
z𝑝
𝑖
, zℎ

𝑗

))
∑|zℎ |

𝑗 ′=1 exp
(
𝑓𝑠𝑐𝑜𝑟𝑒

(
z𝑝
𝑖
, zℎ

𝑗 ′

)) (5)

𝑓𝑠𝑐𝑜𝑟𝑒 (Q,K) =
QK𝑇√︁
𝑑𝑘

(6)

where 𝑓𝑠𝑐𝑜𝑟𝑒 (·) measures the semantic relations between the
𝑖-th word in new post and the 𝑗-th historical post. Especially, as
the design in Transformer[31], we adopt the multi-head attention
to jointly attend to information from different representation sub-
spaces.

Then we get the post-aware historical posts representations rℎ ,
the 𝑖-th value can be defined as:

rℎ𝑖 =

��zℎ ��∑︁
𝑗=1

𝛼ℎ𝑖,𝑗 z
ℎ
𝑗 (7)

Analogously, we can calculate the history-aware attention in the
similar way. Finally, we get the history-aware post representation
as r𝑝 .

Lastly, to use the representations got from bi-attention layers as
well as preserve the original information from the dual encoder as
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much as possible, we add the result of bi-attention to the output of
the dual encoder, the result is defined as:

v𝑝 = z𝑝 + rℎ (8)

vℎ = zℎ + r𝑝 (9)

The final representation v𝑝 and vℎ both contain information
from the new post and historical posts. Especially, v𝑝 mainly in-
cludes the information from the new post and some auxiliary infor-
mation from historical posts, vℎ mainly includes the information
from the historical posts and some auxiliary information from the
new post.

4.4 Decoder
In general, conditioned on the post representation v𝑝 and the histor-
ical posts representation vℎ , we adopt the Transformer[31] decoder
to generate new post. We define the process to generate new post
with the following probability:

Pr
(
y | v𝑝 , vℎ

)
=

|y |∏
𝑡=1

Pr
(
𝑦𝑡 | v𝑝 , vℎ, y<𝑡

)
(10)

where y<𝑡 = (𝑦1, 𝑦2, . . . , 𝑦𝑡−1). And Pr
(
𝑦𝑡 | v𝑝 , vℎ, y<𝑡

)
is a

word distribution over vocabulary, it reflects the probability of
generating the 𝑡-th word conditioned on the first 𝑡 − 1 generated
words and other information in the 𝑡-th timestep. We introduce the
procedure of calculating the probability in the following.

For the decoder, similar to the Transformer[31] encoder, it is
also composed of one self-attention layer and one feedforward net-
work layer[31]. In addition, we introduce two additional multi-head
attention layers, which perform attention over the two encoders’
output respectively. For the two additional attention layers, similiar
to Zheng et al.[37], as different attention layers route to different
input features, we name each group of attention operations as an
attention route. We calculate the attention as the approach pro-
posed by Zheng et al.[37]. For the post attention route, we take
the representation of previously decoded tokens as the query and
take the encoded post representation v𝑝 as the key and value. The
history attention route is similar to the post attention route, but
takes the encoded historical posts representation vℎ as the key and
value. The calculation can be expressed as:

o𝑝 = MultiHead
(
e𝑝𝑟𝑒𝑣, v𝑝 , v𝑝

)
(11)

oℎ = MultiHead
(
e𝑝𝑟𝑒𝑣, vℎ, vℎ

)
(12)

where e𝑝𝑟𝑒𝑣 represents the representation of previously decoded
tokens. And we also employ a residual connection[7] around each
attention module.

Finally, conditioned on the result of o𝑝 and oℎ , we get the 𝑡-
th word distribution over the vocabulary. Especially, we design
an gated sum module to dynamically control the expression of
personality. This process is described as:

𝛼 = 𝜎

(
W

[
o𝑝 ; oℎ

] )
+ b

)
(13)

Pr
(
𝑦𝑡 | v𝑝 , vℎ, y<𝑡

)
= softmax

(
𝛼 ⊙ o𝑝 + (1 − 𝛼) ⊙ oℎ

)
(14)

where 𝜎 denotes the logistic sigmoid function, and W and b are
learnable parameters, [; ] denotes the concatenation operation.

4.5 Classifier
In the process of post generation, suppose that use x to represent
the input post and s to represent its style. If we tend to do style
transfer for the post x and the desired style is ŝ. When ŝ = s, that
is the self-reconstruction process, we can compare the generated
post with the input post to evaluate the model performance. But
when ŝ ≠ s, we cannot establish supervision over the generation of
such post, as we don’t have a parallel corpus.

To solve the above challenges, we introduce a post style classi-
fier, which can be trained using our non-parallel dataset, so as to
feedback the style transfer accuracy to the generation model.

Similar to the method in Dai et al.[2], input one post to the
classifier, the classifier will output its style category. Concretely,
We train our classifier to classify three classes, the class 0 represents
the post generated by Generator(x, ŝ, Ĥ) where ŝ ≠ s, and the class
1 and class 2 represent the posts from two social media platforms
respectively. When training the classifier, we label the original post
x and the reconstructed postGenerator(x, s,H) as its corresponding
style class, but label the generated post Generator(x, ŝ, Ĥ) where
ŝ ≠ s as class 0. When training the generation model, we train
the generator to maximize the probability of the generated post
belonging to the expected style. So the generator can generate post
with the desired style.

4.6 Learning Algorithm
When training the classifier, we minimize the cross-entropy loss,
the loss function can be defined as:

Lclassifier (𝜙) = −𝑝𝜙 (c | x) (15)

where x is the input post, 𝜙 denotes the parameter set of the
classifier.

In the generator training stage, when the input is one post x
and its corresponding style s, we can train the generator to recon-
struct the post x by minimizing the negative log-likelihood, the loss
function can be defined as:

Lself (𝜃 ) = −𝑝𝜃 (y = x | x, s,H) (16)

where 𝜃 denotes the parameter set of the generator. When input
one post x and another style class ŝ ≠ s, we use the classifier to judge
how close the style of generated post Generator(x, ŝ, Ĥ) where
ŝ ≠ s to the desired style. We train the generator by minimizing the
negative log-likelihood of the class of the desired style ŝ. The loss
function is:

Lstyle (𝜃 ) = −𝑝𝜙 (c = ŝ | Generator(x, ŝ, Ĥ)) (17)

With the above loss function, the generation model can generate
post in the desired style. However, in the case of Generator(x, ŝ, Ĥ)
where ŝ ≠ s, a potential problem is that if only the style classi-
fication loss is used, the generation model can simply generate
keywords with strong ŝ style to fit the classification loss, which
might cause great loss in content. So the cycle reconstruction pro-
cess is introduced. We take the generated post Generator(x, ŝ, Ĥ),
the original style s, and the corresponding historical posts in the
platform of post x as the input, and re-enter the information to
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the generation model, hoping that the model can restore the origi-
nal sentence. Here we train the model by minimizing the negative
log-likelihood loss, the loss function is defined as:

Lcycle (𝜃 ) = −𝑝𝜃 (y = x | Generator(x, ŝ, Ĥ), s,H) (18)

Where Ĥ denotes the historical posts in the platform correspond-
ing to the style ŝ, and H denotes the historical posts in the platform
corresponding to the style s. The training of the whole model con-
tains the training of the classifier and the generator. We perform
the training as the training process of GAN[2, 6]. We first pre-train
our generator through the self reconstruction process, so that the
generator has the generation ability to some extent. Then for each
training iterator, we train the classifier for 𝑁𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟 steps, so that
the classifier can classify posts with different styles. Then train
the generator for 𝑁𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 steps, so that the generation model
can have the ability of personalized post style transfer. With the
continuous iteration, the modeling ability of the generator and
the classifier is gradually enhanced. When the training tends to
converge, we get the final trained model.

5 EXPERIMENT
5.1 Experimental Settings
Our model is implemented on the Pytorch framework. For the
dual encoder, the post encoder uses 3 layers Transformer[31], and
uses 4 attention heads for the multi-head attention. The history en-
coder employs 3 layers of bidirectional LSTM[9], and takes the last
timestep hidden state as the representation of each historical post.
For the decoder, 3 layers Transformer[31] is used. And when do self
reconstruction, the teacher forcing method[34] is employed. But
when do cycle reconstruction, the model generates the next token
conditioned on the output of the last timestep. For the classifier,
its architecture is similar to the Transformer encoder. Following
Dai et al.[2], we add a <cls> token at the beginning of each input
post, and feed the corresponding position output vector to the soft-
max layer to get the classification result. The hidden size, word
embedding size, and the position embedding size for each module
are 256 dimensions. The Adam optimizer[14] with the learning rate
of 0.0001 is used for stochastic gradient descent. For the dataset,
we randomly select 2000/2000 posts as the dev/test set, and the
remaining data as the training set.

5.2 Comparisons
To evaluate the performance of style transfer, we compare our
model with 5 baselines. They are CrossAlignment (Shen et al.[27]),
MultiDecoder (Fu et al.[5]), StyleTransformer (Dai et al.[2]), Dele-
teOnly (Li et al.[15]), DeleteAndRetrieve (Li et al.[15]), which per-
form well when focusing transferring the attributes or stylistic
paraphrases such as sentiment, tense[5, 11, 27].

To measure the performance of personalization, we compare
our model with several variants of our proposed model. They are
Persona-S, Persona-T, and Persona-C. For Persona-S, following
Sennrich et al.[25], we feed the historical posts into the encoder as
an extra token to the input post, so that the historical information
can be merged into the model. As there is more than one historical
post, we first get the representation of each historical post using
the posting history encoder, then average these embeddings of

Table 4: Automatic evaluation results of style transfer

Model ACC BLEU PPL

CrossAlignment 0.539 1.127 105.069
MultiDecoder 0.702 0.432 378.732
DeleteOnly 0.514 33.638 310.757
DeleteAndRetrieve 0.515 20.551 442.873
StyleTransformer 0.661 47.227 166.095
Our Model 0.715 51.590 203.041

Table 5: Automatic evaluation results of personalization

Model ACC BLEU PPL UMA MRR

Persona-S 0.617 46.350 237.635 0.506 0.594
Persona-T 0.594 47.468 201.347 0.444 0.511
Persona-C 0.678 48.625 214.111 0.525 0.599
StyleTransformer 0.661 47.227 166.095 0.100 0.293
Our Model 0.715 51.590 203.041 0.698 0.736

the historical posts as the representation of historical information
following Subramanian et al.[29]. For Persona-T, following Michel
et al.[21], we set the representation of historical information as the
start token of the target text. Concretely, we use the representation
to guide the generation of the first token in the decoder rather than
using a randomly initialized vector. For Persona-C, the model is
similar to our final model, but no gated mechanism is employed in
the decoder, the final representation is calculated by simply adding
the outputs of the two multi-head attention layers.

5.3 Evaluation Metrics
Basically, Our task is similar to the basic text style transfer task,
the generated posts should be fluent, content-preserved, and style-
changed. So we evaluate the generated post in three dimensions.

Style accuracy: The style transfer accuracy measures the ac-
curacy of the model in controlling the post style. We train one
classifier on the training set of the experiment using FastText[13].

Content preservation: The content preservation aims to mea-
sure how much content is preserved when transferring the post
from one platform style to another. We calculate the 5-gram BLEU
score[22] between the generated post and the input post. Higher
BLEU score[22] means better content preservation.

Fluency: Fluency is usually measured by the perplexity of the
generated post. For an accurate evaluation of fluency, we train a
3-gram model using the KenLM toolkit[8].

Although the above three metrics can measure the models’ per-
formance on style transfer, there are no metrics related to per-
sonalization. Therefore, we introduce two additional personalized
metrics, which measure how close the generated post is related to
the corresponding users’ posting history. For each data in the test
set, we calculate the generation probabilities of the generated posts
using the same input post but conditioned on different historical
posts—one gold historical posts set corresponding to the input post
and nine randomly generated historical posts sets. Following Ma-
jumder et al.[18], we expect the generated post conditioned on the
gold historical posts set can get the highest generation probability.
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Table 6: Model ablation study results on our dataset

Model ACC BLEU PPL UMA MRR

Our model 0.715 51.590 203.041 0.698 0.736
-Post-aware Attn 0.643 53.361 177.518 0.672 0.716
-History-aware Attn 0.620 49.523 161.879 0.600 0.650
-Bi-Attn 0.605 46.660 127.887 0.533 0.601
-History 0.661 47.227 166.095 0.100 0.293

Table 7: Effects of the number of historical posts

Model ACC BLEU PPL UMA MRR

History-5 0.666 48.205 169.323 0.317 0.429
History-10 0.658 47.740 188.916 0.470 0.576
History-15 0.685 48.112 175.745 0.537 0.636
Our model (History-20) 0.715 51.590 203.041 0.698 0.736

Wemeasure the personalization performance through the following
two metrics: the user matching accuracy (UMA)—the proportion
where the generated post conditioned on the gold historical posts
set is ranked first. And themean reciprocal rank (MRR)—the average
ranking of the generated posts conditioned on the gold historical
posts. A higher UMA or MRR score indicates the model can make
more use of the historical posts and achieve better personalization.

5.4 Experimental Results
The results for style transfer are shown in Table 4. It can be seen
that our model achieves competitive results on almost all the style
transfer metrics compared to the previous methods. We can fur-
ther observe that: 1) the BLEU scores of CrossAlignment[27] and
MultiDecoder[5] are relatively low, this indicates that these models’
content preservation performance is poor. Although these models
can change the post’s style, the content of the generated post may
be different from the input post completely. Xu et al.[35] get similar
results, which supports our experimental results. The main reason
is that these methods attempt to disentangle the content and style
in the latent space, where all information is complicatedly mixed
together. 2) DeleteOnly[15] and DeleteAndRetrieve[15] achieve
higher BLEU scores, while their style transfer accuracy is relatively
low and the generated posts are not fluency. The reason might be
that the methods are a bit too simple. The style of social media posts
is vaguer and the expression is more diverse, so the style transfer
cannot be simply achieved by deleting or replacing some words. 3)
The StyleTransformer[2] gets the best overall performance among
these baselines, achieves a better balance of style transfer accuracy
and content preservation. But our model still achieves competitive
performance compared with StyleTransformer, which indicates the
strong ability of our proposed model in style transfer.

The Table 5 presents the models’ performance on personaliza-
tion. We compare our model with the StyleTransformer and some
variants of our proposed model. Our model outperforms all the com-
parison models on the two metrics. We can further observe that: 1)
All the personalized models beat the baseline—StyleTransformer,
which reveals that the user’s historical posts are useful for gen-
erating personalized posts. 2) Our model achieves the best MRR

and UMA by a large margin compared with the variants, which
indicates the superiority of our model’s design in capturing person-
alized information.

5.5 Further Discussions
5.5.1 Ablation Study. In this section, we study the effect of different
components in our model. We compare the performance of our
entire proposed model and its variants with some main components
eliminated. Especially, we test the following components: 1) post-
aware attention, 2) history-aware attention, 3) users’ historical
posts. As shown in Table 6, our model achieves the best overall
performance among all the ablation models. Removing the history-
aware attention decreases theMRR from 0.736 to 0.650 and the UMA
from 0.698 to 0.600, which indicates the history-aware attention
can help improve personalization significantly. Removing the post-
aware attention also causes a slight decrease in MRR and UMA.
When the bi-attention component is removed, we can observe a
sharp decrease in MRR and UMA, but the results still surpass the
baseline—StyleTransformer. Finally, when we remove the historical
posts and only input the input post to the model, the ablation model
cannot achieve any personalization.

5.5.2 Effects of the Number of Historical Posts. To investigate the
impact of the number of historical posts𝑀 , we test our model by
varying 𝑀 and fitting all the other hyperparameters. The experi-
mental results are shown in Table 7. As we can see, although there
are some differences, all the models can achieve style transfer and
personalization. And the best overall performance is achieved when
the number is set to about 20. As the number of historical posts
becomes larger, the personalization metrics increase gradually. The
results indicate that within a certain range, as the number of his-
torical posts increases, the model can capture more personalized
information, which is consistent with our intuition.

6 CONCLUSION
In this paper, we focus on the user behavior of cross-platform con-
tent sharing. When users share content on multiple social media
platforms, it is usually difficult for users to grasp the consistency
between the language style of posts to be published and that of a
platform as the problem of context collapse. To address this prob-
lem, we propose a novel task: automatically transferring users’
posts from one platform’s language style to the target platform’s
language style, while preserving the content and reflecting users’
personalized characteristics as much as possible. We first conduct
an study to investigate users’ content sharing practices across two
Chinese social media platforms. Then, we propose a novel model
based on the Transformer framework and Bi-attention mechanism,
which incorporates users’ historical posts information to generate
style-changed and personalized posts. Experimental results on the
newly constructed dataset show that our model can achieve com-
petitive performance compared to previous methods, especially in
personalization.
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